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IBM Mainframe 370, year 1964

N



Apollo 11 Command Module (1965)

operated at 0.043MHz

An iPhone 11, CPU

Hexa-core (2 X high power cores at

2.66 GHz + 4 x low power cores at
1.82 GHz)

has


https://en.wikipedia.org/wiki/Hexa-core

Computing Power

* Smaller size

* More powerful

— More memory and more storage

* Cheaper



Sensor Devices Becoming Widely Available...

- Programmable devices
- Off-the-shelf tools
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More “Things” are being connected

Home /daily-life devices
Business and

Public infrastructure
Health-care



People Connecting to Things

Electrocardiogram sensor



Things Connecting to Things

3G

The Secure Connected Car
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car telematics and maintenance
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What is a Thing ?

— An object of the physical world (physical things)

or the information world (virtual things)

— capable of being identified and integrated into
communication networks

(ITU, 2015)



Things ?

 We can turn almost into a “thing”
* A “thing” looks like an currently
A “thing” generally consists of four main parts:

— Sensors & actuators
— Microcontroller

— Communication unit
— Power supply




Sensors & Actuators

e Sensors

/
— They are mainly input components %39\)’/

— They sense and collect surrounding information é/% . s ¢

* Actuators
— They are mainly output components
— They alter the surrounding

— Examples:
* Adding lighting, heat, sound
e Controlling motors to move objects
* Displaying messages

DC linear actuator Pneumatic & Hydraulic  Solenoid



Internet of Things (1oT) connected devices installed base worldwide from 2015 to 2025

(in billions)
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5-fold increase in 10 years !

https://www.statista.com/statistics/471264/iot-number-of-connected-devices-worldwide/



https://www.statista.com/statistics/471264/iot-number-of-connected-devices-worldwide/

Internet of Things (loT)

* |Internet of Things (definition by ITU)

— Network of objects or ‘things’

— embedded with electronics, software, sensors, and network
connectivity, which enables these objects to collect and
exchange data




loT

= Physical Object +
Controller, Sensor, and Actuators +
Internet

(McEwen and Cassimally, 2014)



History of Internet of Things
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1994~1999 early 2000 mid 2000 ~2010 ~2020
RFID based WSAN oriented, Smart Devices/ Physical-Cyber-Social Cloud ‘platforms, Big (loT) Data
solutions Distributed WSANS, Web-enabled Apps/Services, Systems, Linked-data, ar?alyncs:, Mature loT apphcahons
Communication initial products, semantics, More products with actionable information,
technologies, Smart vertical applications, and services (e.g. Smart Multimodal fusnon and intelligent
o concepts and demos, ... Buildings), more data processing, Enhanced cellular/

wireless com. for loT, Operational
use-cases and commercial services/
applications, more Standards...

heterogeneity, control and
monitoring applications, ...

P. Barnaghi, A. Sheth, “Internet of Things, The story so far”, IEEE 10T Newsletter, September 2014.



Resources

2B Microsoft
The Internet J Programming Desicnir : &
WZlbings fforihe | gConuecte -
ol [Internet of Things e mc'fgslg;ltqsns in

Using Windows 10 loT Core 70 R 225 :
and Azure loT Suite A, '% T s Azure loT Suite

Dawid Borycki

Internet of Things
Programming
with JavaScript

Internet of Things with Practical Internet
Arduino Blueprints of Things Security




loT Use Cases In Agriculture

1. Monitoring of climate conditions
— Weather stations

Greenhouse automation

Crop management

Cattle monitoring

s WD

Farm management systems
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Crop growing around the clock...
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Innovative Approach

* Sensors monitor
— CO2 level
— Humidity
— LED light
— Plant health
* Data analytics

— Sustainable environment in the greenhouse

* Harvesting 10 times the average vyield



loT Landscape

Industry Solutions

Connected Life Solutions

Industrial Solutions
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Software Engineering Models

The Unified Modeling Language — o
Graphical language for visualizing, ["A‘L”GEU‘L’EGE
specifying, constructing, and m

documenting the artifacts of a
software-intensive system

What are the loT modeling

abstractions?

23



Software Development Methods
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* 32 methods emerged in the last 20 years

Ref: Mark Kennaley, SDLC 3.0: Beyond a Tacit Understanding of Agile, Fourth Medium Press, 2010.




loT Methods
e

Ignite

(Slama et al. 2016)

(Collins) loT-Meth

loT-AD
(Patel and Cassou 2015), (Patel 2014)
(Fortino and Russo 2012), (Fortino et al. ELDAMeth
2014), (Fortino et al. 2015), (ELDAMeth web site)
SPLP-loT
(Ayala and Amor 2012), (Ayala et al. 2012),
(Ayala et al. 2014), (Ayala et al. 2015)
GSEM-loT

(Zambonelli 2016), (Zambonelli 2017)

Industry

Industry

Academia

Academia

Academia

Academia

Best practices from the projects in the industry; Project
Management Guidelines, such as PMBOK

Best practices from the projects in the industry

Built on macroprogramming approach; inspired by model-

driven design

Multi-agent system development

Multi-agent system development; Software Product Line

Engineering

Traditional software development; Abstractions from loT

systems

G. Giray, B. Tekinerdogan, E. Tiziin. Evaluation Framework for Characterizing loT System Development Methods,
CRC Taylor and Francis, accepted for publication, in: Q. Hassan, A.R Khan, S. Madani (Eds.). Internet of Things
Concepts, Technologies, Applications, and Implementations, CRC Press, 2017.



loT-Meth

ELDAMeth

SPLP-loT

GSEM-loT

loT Method Artefacts

Detailed idea sketch
Business case document
Project organization
Initial project plan
Problem statement
Stakeholder analysis
Site survey

Solution sketch

Project dimensions
Quantity structure

° loT Canvas

Vocabulary specification
Vocabulary framework
Architecture specification
Architecture framework
Application logic

Requirements

High-level design models

ELDA SO design models (Structural and behavioral)
Platform-independent ELDA SO code

Performance indices

° loT multi-agent system variability model
° loT multi-agent system architecture
° loT multi-agent system application requirements

no artifact defined

Milestone plan

Process maps/Use cases

Ul mockups

Domain model

Asset integration architecture
SOA landscape

Software architecture
Technical infrastructure
Hardware design

loT-Architecture Reference Model

Deployment specification
Mapping files
Platform-specific device driver
Device-specific code

Simulator program
Platform-independent ELDA SO code
Simulation results

Platform-specific ELDA SO code

Test results

Agent configuration

loT multi-agent system architecture configuration
Refined goal models

Final application architecture



Architecture Modeling




loT Reference Architecture

Defining business logics and workflows Setting up loT
I /‘ connection points
Business Layer .
3 > Contains loT services
> . . -
© Application Layer o
+ q0)
-
Supporting & i :
capabilities GEJ Session Layer "E [ Security aspects
e.g., =5 =
i (qv)
congestion | ¢ Network Layer &
management ©
> ,
/ Device Layer
AN

] <

. . - Sensor, physical devices
Networking connectivity, transport capabilities



Software Architecture

» “Software architecture is the fundamental organization of
a system, embodied in its components, their relationships
to each other and the environment, and the principles

governing its design and evolution”

has
inhabits

Architecture

Environment System
influences

IEEE. IEEE Product No. : SH94869-TBR: Recommended Practice for
Architectural Description of Software Intensive Systems. |IEEE Standard No. 1471-2000.

Available at: http://shop.ieee.org/store/.



Architecture Stakeholders

* System Stakeholder:

an individual, team, or organization with interests in, or
concerns relative to a system

Stakeholder

has interests in »

L
|
I
1

System
Concern

N\

Stakeholders ascribe
purposes to systems

Purpose

Architecture
Description
0.*
expresses
v
« fundamental concepts 0.*
and properties of
System Architecture
0.2 0.*
0.*
situated in
! \ 4

Environment

[ISO/IEC 42010:2007] Recommended practice for architectural description of software-intensive

systems (ISO/IEC 42010) July 2007.



Architectural Drivers

Stakeholder is any person
who has interest in the
architecture

Each stakeholder can have
different concerns

Each concern puts forces on
the architect and influences
the early design decisions
that the architect makes

Stakeholders

3~

Concerns

Low Cost;
Work Allocation

Manager

|

q) -<! Behavior, Functionality |
Q -<! Adaptability |
Q ‘t! Testability

Tes

ter

| Architectural

Drivers

!
X

Architect

Design Decisions 1

b

A

N——

SN

Architecture



Multiple Views of the Architecture...
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Architectural Viewpoints

View:

4 characterzos

perspective of one or

* arepresentation of a 3 s
system from the n ""“\ 1

Architeciure
Rationale

more concerns which are

1500 ano Furo 1)

held by one or more

stakeholders PR
Viewpoint: s | b=
* A pattern or template I o [

from which to construct PR EELY s

individual views o

[ISO/IEC 42010:2007] Recommended practice for architectural description of software-
intensive systems (ISO/IEC 42010) July 2007.



Example — UML Deployment Viewpoint

Viewpoint
* Name: Deployment Viewpoint Deployment View - Example
* Stakeholders: .
meme node
— [ ~ N\ Modem bank
System Designer ¢ 2
* Concerns: p-- %
. S ‘ ,
— System Design comnecion | “Pcesso o
* Components: y g
— Processing Nodes '. ! ' =4\
'-\ [ wnatwork« local network ° |5 2
* Notation _— 2 >
«pIOCeSSOfs “processors | “PrOCESSOrs «processor= |/
Node primary server server server server o

Connection




Architecture Framework

e Coherent set of viewpoints
* Each viewpoint addressing single concern
e Separation of Concerns

Architecture n ) )
Viewpoint
Framework

View




Architecture Viewpoint Approaches
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Architecture Frameworks

Last Updated: 09/11 /2018 22:02:349

Survey of Architecture Frameworhks

The specification of architecture frameworks is ane area of standardization in (50O 00C JEEE 420102011 (the international revision of 1IEEE 1471:20001.

WCA2 is collocting examples of architecture frameworks, listod below.

Corrections and additions may be sent 1o the webmasier, Please include: Name, Purpose, Scope, Briel Description and URL (or fitérature references)

Thanks to the following for thelr Inputs: Takahiro Yamada (RASDS), Sly Gryphon (IFW), Alexander Ernst (EAM-PC), Nic Plum (TRAX), Graham Berrisford (Avancier), Kevin Smith (PEAF), Mark Paauwe (Dragon1), Danny
Creefhorst tvarious), Christian Schweda BPEAM), Nick Rozanskl (RW), Andrew Guitarte (BCA), Neil C. Greenfield (SABSA), Daniele Geannd (ESA), Jose L. Fernandez {PPODA), Patrizio Pelliccione (MEGAF), Roger Evernden

(IFW), Vanessa Douglas-Savage (QGEA), Adrian Grigonu (FFLV+GOO0S), Dan Haner (DODAF), Daved Sprott (CBDH SAE), Anders W, Tell, Harrls Vezirls (e TOM), Ger Schoeber (CAFCR), Bruce McNaughton (AF40rgs,
AFAMgtSys), Damian Andrew Tamburr: (SQUID), Joris van den Aker {CAFCR+), lan Glassop (ARIES), Phil Cutforth (GEA NZ), Mathias Axling (RAME4.0),

1D Name Purpose Scope Classifiers Notes
AF-EAF Air Force Air Force IT Communication,

Enterprise ‘The AF Enterprise systems Guidance, Enterprise “The AF-EAF does not define the AF-

Architecture Architecture Architecture EA content, rather it consists of

Framework Framework (AF-EAF) Descriptions various approaches. models, and
provides a logical definitions for communicating and
structure for facilitating the presentation of key
classifying, architecture components (i.e.
organizing and architecture vision, governance,
relating the breadth principles, quidance, products, etc.)
and depth of required for the development and
Information that Integration of AF architectures. The
describes and AF-EAF establishes a comman
decuments the Air foundation for understanding,
Force Enterprise comparing and integrating
Architecture (AF- architectures and as such provides
EA)S the overarching guidance for

generating AF architectures,”

[All quotes from AF-EAF vZ2.01,6

June 2003)

AFloT IEEE P2413 - This standard “The architectural framework for loT
Architecture defines an provides a reference model that
Framework for architectural defines relationships among various
the Internet of framework for the loT verticals (e.g., transportation,
Things Internet of Things healthcare. etc.) and common

{loT), including architecture elements. It also
descriptions of provides a blueprint for data
various loT abstraction and the quality
domains, definitions ‘quadruple’ trust that Includes
nf lAT damain nratartinn carurituy arivase and

http://www.iso-architecture.org/42010/afs/frameworks-table.html



Example Architecture Framework

How is the architecture structured
as a set of implementation units?

How is the architecture structured
as a set of execution units?

How does the architecture relate
to non-software structures in its
environment?

Second Edition. Addison-Wesley, 2010

Views and Beyond Architectural
Framework

Module
Viewpoints

Decomposition
Viewpoint

Uses
Viewpoint

Generalization
Viewpoint

Layered
Viewpoint

Aspects
Viewpoint

DataModel
Viewpoint

C&C
View Category
Fipe and Filter
Viewpoint
Client-Server
Viewpaint
Feer-to-Peer
Wiewpaint
S0OA
Viewpoint

ublizh-Subscribe

—

Viewpoint
Shared Data
Viewpoint
Multi-Tier
Viewpoint

Allocation
View Category

Deployment
Wiewpoint
Install
Viewpaint

ork Assignment
Viewpaint
Other Allocation
Viewpoints

KEY

Concept & has relationshop with Cancepl B

P. Clements, F. Bachmann, L. Bass, D. Garlan, J. Ivers, R. Little, P. Merson, R. Nord, J. Stafford. Documenting Software Architectures: Views and Beyond.




Architecture Design of loT




loT Reference Architecture

Business Layer

Application Layer

Session Layer

Security Layer

Network Layer

Management Layer

Device Layer




Application Domains...

Consumers
— Home automation, wearable, Health and Wellness,...)

Commercial
— Logistics, Retail, Building

Industrial
— Manufacturing, Energy, Transportation,....

Public Sector
— Smart Cities and regions, Public Safety, Security, Healthcare



Reference Architecture vs. Application Architecture

Business Layer

Application Layer

Session Layer

Security Layer

Network Layer

Management Layer

Device Layer

loT Reference Architecture

Business Layer Business Layer Business Layer
Application Layer Application Layer

Session Layer Session Layer

Security Layer
Management Layer
Security Layer

Management Layer
Security Layer
Management Lay

Metwork Layer Metwork Layer

Devica Layer Devica Layer Devica Layer



Feature-Oriented Domain Modeling

e Feature model

Feature
— common and the variable features of
products and the dependencies l
between the variable features Mandatory feature
* Feature

Optional feature

— adistinctive property of a concept

(domain model) [i-]]
Feature group with
cardinality i— j

— user visible characteristic of a system
(requirements)

* Feature diagram [ e |

— consists of a set of nodes, a set of
directed edges, and a set of edge
decorations

Insured Object

Coverage ‘ Payment ‘ ‘Conditions‘ ‘Premium‘ Payee

Acceptance | | Exception

Service Direct | | Periodical
Amount

lliness
Person

Unemployment

—— mandatory feature /A alterative feature

Legend:
—O optional feature /A or-feature




Feature Model of loT Protocols

* Top Level Feature Diagram

Legend
loT Feature
Management Security Mandatory feature
Layer Layer
Business Device & Optional feature
Layer Layer
TR (i)
Application Network Feature group with
Layer Session Layer cardinality i- |
Layer

Fig.3 Top level feature diagram of IoT



Feature Diagram of Session Layer Protocols

Layer

N~
/’/

\

Security Management
Protocol Protocol .
Which features
to select?
Datalink Metwork Session Application
Protocol Protocol Protocol Protocol
Protocol Type Source-Target Transport Type Architecture
mQTT CoAP
il Vo Decice-to- | | Device-to- || Server-to- Publish- Request-
AMQP _ TCP UDP .
Device Server Server Suscribe Reply

Machine-to-Machine (M2M), Machine-to-Cloud (M2C), and Cloud-to-Cloud (C2C)




Evaluation Framework

Criteria Description

Standard What is the standardization organization?
Organization

Source - Target What are the possible source-target relations?

Real-Time Does the architecture allow real-time communication?

Brokered or Is the architecture brokered or bus-based (unbrokered)?
Bus-Based
Architecture

Communication The adopted communication pattern including Pub/Sub or
Pattern Request/Reply.

Interoperable What is the level of interoperability?
What is the transport protocol (TCP/UDP)?

Are the quality of service parameters defined?

“What is the license level of the communication protocol?
Mobile Support Does the system provide mobile support?

What is the adopted security protocol?

Message/Data Is the protocol message or data centric?
Centric
Web/App. Based Is the protocol web-based or application-based?

Possible Answers

IETF, OASIS, OMG, ...

D2D, D2S, S2S
Yes/No/Partially

Brokered/Unbrokered/Bus-Based

Pub/Sub, Request-Reply

Syntactic, Semantics, ...
TCP, UDP, TCP+UDP
Yes, No, Partially

Open Source. Commercial

Yes, No

TLS/SSL, AES/HMAC-SHA, DTLS, ...

Message Centric, Data Centric

Web-based, Application-based



Standard
Source - Target

Real-Time

Broker/Bus Based

Com. Pattern
Interoperable

Transport

License

Mobile Support

Security

Message/Data Centric

Web/App. Based

Adopted Criteria for
Selecting Communication Protocol

OASIS

D2S

No

Broker based
Pub/Sub
Partial

TCP

Yes

Open Source &
Commercial

Yes
TLS/SSL

Message

Application
Based

IETF

D2S

Near RT
Bus Based
Pub/Sub
Yes

TCP

Yes

Open Source &
Commercial

Yes
TLS/SSL

Data

Application
Based

OASIS

S2S

No

Broker based
Pub/Sub

Yes

TCP

Yes

Open Source &
Commercial

Yes
TLS/SSL

Message

Application
Based

OMG

D2D

Yes

Bus Based
Pub/Sub
Yes
TCP/UDP

Yes

Open Source &
Commercial

Yes
AES/HMAC-SHA

Data

Application
Based

IETF

D2D

No

Broker based
Request-Reply
Yes

UDP

Yes

Open Source &
Commercial

Yes
DTLS

Data

Web Based



Evaluation Framework

It Sessce
Conmasctoe Protocal

Domain Scoping

Domain Modeling

Select Knowledge Sources

|

|

|

|

|

|
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|

} Protocd Tpe | 22 Targ Tt Tye Fechtaaure
Select/Identify Concerns } T

I / [ \ — —_—
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| /

- ! Deoxetn- | Devicets || Senverds Aish R
| waTT s / \ nee T
! > L | \ | Ceaz || Sener || Server i e Sasoize Rehy
g ( 1| e

Collect the relevant
information from the domains

and Variability

lysis

Description Possible Answers
Stan [ITETFEELT What is the standardization organization? IETF, OASIS, OMG, ...

Source - Target What are the possible source-target relations? D2D, D2S, S2S

Does the architecture allow real-time communication? Yes/No/Partially

Brokered or Is the architecture brokered or bus-based (unbrokered)? Brokered/Unbrokered
Bus-Based Architecture

Provide Feature Model

The adopted communication pattern including Pub/Sub or Pub/Sub, Request-Reply

]

Evaluate Feature Model Request/Reply.
\ What is the level of interoperability? Syntactic, Semantics, ...
What is the transport prototocl (TCP/UDP)? TCP, UDP, TCP+UDP

_ Are the quality of service parameters defined? Yes, No, Partial

@ What is the license level of the communication protocol? Open Source. Commercial
Mobile Sup Does the system provide mobile support? Yes, No

What is the adopted security protocol? TLS/SSL, AES/HMAC-SHA, DTLS, ...

(ST DETENS TN [s the protocol message or data centric? Message Centric, Data Centric

Web/App. Based Is the protocol web-based or application-based? Web-based, Application-based

0. Koksal, B. Tekinerdogan, Feature-Driven Domain Analysis of Session Layer Protocols of Internet of Things, in: Proc. of the 2nd.
IEEE International Congress of Internet of Things, Honolulu, Hawaii, USA, June 25-June 30, 2017.



How to use the Evaluation Framework?

The predefined criteria

— select the proper communication protocol based on the requirements

Based on the analysis

— practitioners might select the feasible protocol

In case more than one protocol is feasible

— additional functional and non-functional requirements considered

Number of protocols as well as evaluation criteria
— can be extended



Feature Model for
Farm Management Information Systems (FMIS)

Farm Management
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Fig.5 Top level feature diagram of FMIS



ioT Based FMIS

loT-based FMIS
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Reference architecture for loT-based FMIS

1. Decomposition View
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Fig.7 Iol based FMIS—decomposition view




2. Layered View
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3. Deployment View
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Fig.9 Iol based FMIS—deployment view



loT Application Architecture

Reference Architecture

* Produce the application
architecture which is a
specialization of the
reference architecture

developed

e Application architecture
selects the elements of l
reference architecture

* and if necessary Application Architecture

introduces application
specific changes
according to the
application requirement
specification
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Case Study

Central Cloud Server

Fig. 13 IoI based FMIS—deployment view of lot based smart wheat production—retrospective case study
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Conclusion

References architectures for loT

— have been provided by different studies

Yet, the concrete steps to derive the application
architectures are not provided or implicit

Commonality and variability analysis, reference architectures
and the overall product line engineering approach can be
adopted to cope with the variability in scope
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Abstract

Smart farming adopts advanced technology and the corresponding principles to increase
the amount of production and economic returns, often also with the goal to reduce the
impact on the environment. One of the key elements of smart farming is the farm manage-
ment information systems (FMISs) that supports the automation of data acquisition and
processing. monitoring, planning, decision making, documenting, and managing the farm
operations. An increased number of FMISs now adopt internet of things (16T) technology
to further optimize the targeted business goals. Obviously IoT systems in agriculture typi-
cally have different functional and quality requirements such as choice of communication
protocols, the data processing capacity, the security level, safety level, and time perfor-
mance. For developing an Iol-based FMIS. it is important to design the proper architec-
ture that meets the corresponding requirements. To guide the architect in designing the
10T based farm management information system that meets the business objectives a sys-
tematic approach is provided. To this end a design-driven research approach is adopted in
which feature-driven domain analysis is used to model the various smart farming require-
ments. Further, based on a FMIS and IoT reference architectures the steps and the mode-
ling approaches for designing I6T-based FMIS architectures are described. The approach is
illustrated using two case studies on smart farming in Turkey, one for smart wheat produc-
tion in Konya, and the other for smart green houses in Antalya.

Keywords Smart farming - Farm management information system - Internet of things -
Architecture design
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Abstract— The Internet of Things (loT) architecture is
defined as a layered structure in which each layer represents
a coherent set of services. For supporting the communication
among the different loT entities many different
communication protocols are now available in practice. For
practitioners, it is often not clear which communication
protocol is suitable for the various conditions in which the
loT systems need to be operated. In this paper, we focus on
the session layer which is responsible for setting up and
taking down of the association between the loT connection
points. We adopt a feature-driven domain analysis whereby
we define the common and variant features that are related
to communication protocols in the session layer. Based on
the resulting feature diagram we explicitly characterize the
existing session layer communication protocols. Further we
define the criteria for selecting the identified communication
protocols for the different conditions.
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different protocols for the same purpose. From this
perspective loT can be defined as concourse of devices
connected by communication software using different
communication protocols. Every layer of the IloT
architecture includes its own set of possible
communication protocols.

Currently there are dozens of communication protocols
that are defined by various different organizations and
vendors. For practitioners, it is often not clear which
communication protocol is suitable for the various
conditions in which the loT systems need to be operated.

In this paper, we focus on the session layer which is
responsible for setting up and taking down of the
association between the loT connection points. The
session layer provides services related issues of the session
such as initiation, maintenance, and disconnection. As
such, frequency and duration of various types of sessions
are related with the session layer. Also, session
information might enforce encryption and other security
measures.

Selection of the session layer protocol depends on many
factors such as data size, number of devices to be
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