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Some of Our Recent Studies



Gartner Hype Cycle

https://www.forbes.com/sites/louiscolumbus/2020/08/23/whats-new-in-gartners-hype-cycle-for-
emerging-technologies-2020/#79f3d106a46a

AI/ML



What is Artificial Intelligence?

 English Oxford Living Dictionary

 The theory and development of computer systems able to perform 

tasks normally requiring human intelligence, such as visual 

perception, speech recognition, decision-making, and translation between 

languages

 The Encyclopedia Britannica

 The ability of a digital computer or computer-controlled robot to perform 

tasks commonly associated with intelligent beings

 Webster

 A branch of computer science dealing with the simulation of intelligent 

behavior in computers. The capability of a machine to imitate 

intelligent human behavior.



1. Robotics

2. Computer Vision

3. Natural Language Processing

4. Machine Learning

5. Planning, Scheduling, Search Methodologies

6. Multi-Agent systems

7. Knowledge Representation and Reasoning

8. Philosophical Aspects

AI





What is Machine Learning?

 Machine Learning

 A field of computer science that aims to teach computers how to 

learn and act without being explicitly programmed

 The Encyclopedia Britannica

 Machine learning, in artificial intelligence, discipline concerned with the 

implementation of computer software that can learn autonomously



Machine Learning Tasks

1. Classification

2. Regression

3. Clustering

4. Anomaly Detection

5. Data Reduction



Machine Learning Tasks

1. Classification (Binary or Multi-Class Classification)

 Predict which of a set of classes this individual belongs to

 Ex: Among all the customers of Vodafone, which are likely to 

respond to a given offer?

 Will respond

 Will not



Edible or  Poisonous ?



Sample Dataset-1 (Classification Task)

Iris Classification
CLASSIFICATION ALGORITHMS

Independent Variables

(features)

Dependent Variable
(class label)



2.   Regression (“value estimation”)

 Predict the numerical value of some variable for that individual

 Ex: How much will a given customer use the service? (service usage)

 4GB   data usage



Sample Dataset-2 (Regression Task)

Wine Quality dataset
REGRESSION ALGORITHMS

FEATURES

Output value



Classification vs. Regression

 Classification

 predicts whether something will happen

 Regression

 predicts how much something will happen



3.   Clustering

 Group individuals in a population together by their similarity

 Ex: What kind of customer groups/segments do we have?

 Ex: What products should we offer or develop?



Clustering

 Dozens of approaches (K-means clustering, X-means clustering, …)



4. Anomaly detection

 Attempts to characterize the typical behaviour of an 

individual, group, population

 Ex: What is the typical cell phone usage of this customer 

segment?

 Ex: Fraud detection applications

 Someone breaking into your iTunes account



5.   Data Reduction

 Attempts to take a large dataset and replace it with a smaller 

one that contains much of the important information

 Involves loss of information

 Ex: Which features are most important?



Machine Learning Types

A. Supervised learning
B. Unsupervised learning
C. Semi-supervised learning
D. Reinforcement learning



A. Supervised

Breast Cancer dataset
CLASSIFICATION ALGORITHMS

Wine Quality dataset
REGRESSION ALGORITHMS



A. Supervised



A. Supervised Learning



B. Unsupervised

No output label !



B. Unsupervised Learning



C. Semi-supervised



Supervised/Unsupervised/Semi-supervised



D. Reinforcement



Why Deep Learning? Scalable Machine Learning

https://deeplearning.mit.edu



Deep Learning is Representation Learning

 (aka Feature Learning)

https://deeplearning.mit.edu





Why Deep Learning?

 Hand engineered features 

 time consuming, brittle, and not scalable in practice

 Can we learn the underlying features directly from data?







The Rise of Deep Learning

https://www.youtube.com/watch?v=SsWm0m7K30U

https://www.youtube.com/watch?v=fa5QGremQf8https://www.youtube.com/watch?v=gLoI9hAX9dw&t=92s

https://www.youtube.com/watch?v=_sBBaNYex3E



Why Now?

 Neural Networks date back decades, so why the resurgence?







1. Define Network

2. Compile Network

3. Fit Network

4. Evaluate Network

5. Make Predictions

Keras Model Life-Cycle





ML in Agriculture



ML in Agriculture

1. Crop management
a. Crop Yield Prediction
b.Disease detection
c. Weed detection
d.Crop quality
e. Species recognition

2. Livestock management
a. Animal welfare
b.Livestock production

3. Water management
4. Soil management



Application of ML for Crop Yield Prediction



Application of DL in Agriculture



Application of DL in Agriculture

1. Leaf classification

2. Leaf disease detection

3. Plant disease detection

4. Land cover classification

5. Crop type classification

6. Plant recognition

7. Plant phenology recognition

8. Segmentation of root and soil

9. Crop yield estimation

10. Fruit counting

11. Obstacle detection

12. Identification of weeds

13. Crop/weed detection and classification

14. Prediction of soil moisture content

15. Animal research

16. Weather prediction



How to Create and Train Deep Learning Models

1. Training from Scratch

2. Transfer Learning

3. Feature Extraction



Deep Learning Architectures

1. Deep Feed-Forward Neural  Networks 

2. Convolutional Neural Networks (CNN)

3. Recurrent Neural Networks (RNN)

• LSTM

• Bi-LSTM

4. Generative Adversarial Networks (GAN)

5. Autoencoders

6. Deep Belief Networks (DBN)

7. Restricted Boltzmann Machines

https://arxiv.org/pdf/1905.13294.pdf


